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ABSTRACT

In this paper, we study multi-click queries — queries for which
more than one click is performed by the same user within the
same query session. Such queries may reflect a more complex
information need, which leads the user to examine a variety
of results. We present a comprehensive analysis that reveals
unique characteristics of multi-click queries, in terms of their
syntax, lexical domains, contextual properties, and returned
search results page. We also show that a basic classifier for
predicting multi-click queries can reach an accuracy of 75%
over a balanced dataset. We discuss the implications of our
findings for the design of Web search tools.

Keywords: exploratory search; multiple click queries; query log
analysis; query session

1. INTRODUCTION

Leading commercial Web search engines take advantage
of large-scale user interaction data in order to enhance their
result ranking and presentation. Click-through information
plays an important role in this process, as a source of implicit
relevance feedback from the user |1}, [25]. For some queries,
no click is performed, e.g., due to user dissatisfaction with
the results or, by sharp contrast, to complete satisfaction
with a correct result presented directly on the search engine
results page (SERP) [28]. For other queries, one click is
performed, for example to navigate to a searched website,
or to find a previously visited page. Yet for other queries,
clicks on multiple results are performed, e.g., because the
first clicked result was not completely satisfying, or because
the user is looking for a variety of opinions, for example when
performing a market research, looking for the symptoms of
a disease, or reviewing scholarly literature.

In this work, we focus on the third type of queries, to
which we refer as multi-click queries. Despite being the most
infrequent type out of the three click behaviors, we believe
it is of particular interest. Queries with multiple clicks are
likely to represent complex information needs, which can-
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not be satisfied by a single result page. Users with such
needs, and the right state of mind, are likely to deeply en-
gage with the search interface. Moreover, as our analysis
demonstrates, multi-click queries are more correlated with
tail queries and the notion of difficult queries [5] than single-
or no-click queries. For search services, it is important to
satisfy such queries, and not only head queries, in order
to avoid a “radical variance in performance” [5]. It has in-
deed been shown, in multiple Web domains, that even ordi-
nary people exhibit extraordinary tastes, which should not
be overlooked, but rather treated with care |14} 32].

To the best of our knowledge, multi-click queries have not
been comprehensively studied. While many papers explored
click models and leveraged click data, they did not make the
explicit distinction between multi-click queries and queries
with one or zero clicks. On the other hand, studies of ex-
ploratory search examined a more complex notion of a “task”
or “mission”, which involves sessions of multiple queries. The
definition of a session in this case is challenging, and sessions
are often interleaved or hierarchically organized [27]. The
proposed tools for such tasks typically work at the granular-
ity of multiple queries, for example, by aggregating results
across several queries or logging user interaction with pre-
vious queries in the session [11, 21} [37]. In contrast, we
focus on the granularity of a single query session, which en-
capsulates a direct interaction with the search engine, i.e.,
the user query, the retrieved search results, and the user
click(s), without a dependency in more complex sessions or
taskéﬂ We formally define a model for identifying multi-
click queries, based on the corresponding query session(s).
The ability to distinguish multi-click queries can potentially
help the search service to instantly adapt its search response,
for example by clustering of search results or presentation
of a “digest” of opinions.

Our analysis is based on over 30 million query sessions,
sampled from the query log of a commercial Web search en-
gine over a period of two weeks. The log includes English
queries, submitted from the United States. Based on our
model, we identify multi-click queries in the log, which ac-
count for 6.5% of all query sessions and 11.4% of all unique
queries. We compare the multi-click queries with the rest of
the queries by various characteristics, including the context
(e.g., time-of-day, device type, user’s age and gender), the
SERP (e.g., result scores, number of unique domains), the

1'We consider each such interaction an independent session;
as opposed to a multi-query session, a sequence of interac-
tions by the same user, in a short time interval, is not joined
together.
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clicks, and, primarily, the query text itself, by both syntac-
tic and lexical analysis. Our comparison reveals a variety of
unique features characterizing multi-click queries. For ex-
ample, we discover that the plural form of nouns is used
substantially more frequently on multi-click queries, either
intentionally or sub-consciously. To further examine which
characteristics can contribute to a predictive performance,
we develop a simple classifier, trained and tested over a bal-
anced dataset (50% multi-click queries, 50% other queries).
The classifier achieves 75% accuracy, with over 80% recall
and 70% precision for the multi-click class, providing an ini-
tial indication that multi-click query prediction is plausible.
Query and SERP features are shown to have a promising
predictive performance, while context features do not show
such a potential.

Overall, our work offers the following key contributions:
e We introduce a simple formalization of the notion of multi-

click queries.

e We present a comprehensive analysis distinguishing multi-
click queries from the rest of the queries by different char-
acteristics, spanning the query’s text, context, and SERP.

o We show that some of these characteristics can be used to
predict multi-click queries, over a balanced dataset, with
75% accuracy.

Our findings suggest that search systems can enhance
their support and take advantage of the unique features of
multi-click queries. We conclude the paper by summarizing
the key findings, discussing their implications, and offering
directions for future work.

2. RELATED WORK

Multi-click queries represent complex search tasks for which
the user needs cannot be satisfied by one Web page. Many
works studied complex search tasks in information retrieval
(e.g. |29 [37, |27, |21]). These tasks often involve multi-
ple search queries that span multiple sessions. The gen-
eral approach for handling such tasks is providing better
search tools to the user, e.g., letting the user refine her query
throughout the search process, or classify the search results
into various facets [34].

Radlinski and Joachims [29] introduced the notion of “query
chain” as a sequence of reformulated queries that express the
same information need. Jones et al. [27] discussed how a se-
quence of queries can be mapped into the same “mission”,
while Donato et al. [11] defined the notion of “research mis-
sions”; automatically found by tracking multi-query sessions.
The on-the-fly identification of research missions has been
implemented in a “search pad” that helps users keep track
of results they have consulted.

Hassan and White [20] studied complex search tasks such
as planning a vacation and proposed “task tours” for helping
users understand the required steps to complete a task. Sim-
ilarly, Raman et al. [30] improved the support for complex
search tasks involving several queries having the same con-
text, such as “vacation planning”, “comparative shopping”,
and “literature surveys”. All these approaches focused on
exploration through multi-query sessions, while our work is
focused on exploration through a multi-click single query
session.

Several works modeled the user clicks on the search results
page, aiming at capturing user behavior patterns. Joachims
et al. [26] showed that the click probability depends on the
rank position of the document on the search results page.
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Craswell et al. [10] investigated how to model click behav-
ior assuming (1) each Web document in the search result is
examined regardless of where it appears, and (2) the click
probabilities at different positions are independent. Guo et
al. [15} |16] expanded this model by incorporating dependen-
cies between the user clicks. A set of position-dependent pa-
rameters were added to model the probabilities that the user
returns to the search result page and resumes the examina-
tion after a click. Wang et al. [35] investigated how to prop-
erly incorporate non-sequential behavior (both examination
and click) into the click models. Huang et al. [24] developed
a click model for users who ‘branch’ to new browser tabs
or windows when exploring search results. They found that
users typically continue inspecting search results before look-
ing into a branched result, which helped improve the click
model for branching queries. A comprehensive overview of
user click models in Web search can be found in [8]. While
these works model the user click behavior, they mostly focus
on estimating the click probability of a specific result, while
we are interested in identifying the type of queries that lead
to the multi-click behavior.

Identifying the user intent, as represented by the query, is
another important research area that relates to our work [4]
306, {12} |38} [33]. Wang and Agichtein |36] measured the en-
tropy of the click distributions of individual searchers per
query to distinguish between informational and ambiguous
queries. Duan et al. [12] argued that the multi-clicks on the
search results page represent complex query intent that can-
not be captured by considering each click separately. They
used “click patterns” to capture the relationship among clicks
by treating the set of clicks as a single unit. The click pat-
terns were clustered to create a rich representation of mul-
tiple navigational and informational intents.

Another typical approach for query intent classification is
using a specific language model for each domain and comput-
ing the domain’s query-likelihood of the query as a selective
criterion. This works quite well for many domains, however,
multi-click queries are harder to distinguish by modeling the
query text alone, since they cover many different topics that
spread many domains. Following Tsur et al. [33], who iden-
tified Web queries with question intent using a rich set of
syntactic features, we also consider syntactic features for
classifying multi-click queries.

3. MULTI-CLICK MODEL

In this section, we describe our model for multi-click queries,
i.e., queries typically followed by multiple clicks of the searcher
on more than one search result. We denote a basic inter-
action of a user with the search engine as a query session.
The query session is defined by the tuple QS=<u, q, D, C'>,
where v is the searcher-id; g=<text, time> is the user query
containing the query’s raw text and the time-stamp of sub-
mission; D is the list of ranked results returned by the search
engine, associated with their relevance score; and C' is the
set of clicked results, where each clicked result ceC' is the
tuple c=<d, pos, time>, where d€ D is the returned result,
pos is its rank position in D, and time is the time-stamp of
the click.

A Multi-click Query Session is a query session with |C|>
1E| Note that according to our definition, a query may be

2In our analysis, we only consider clicks on organic search re-
sults (“blue links”), and discard ads, images, direct-displays,



Query (q) |QS(g)| |0|1|2]|3|4|5|6]| 7+
stephanie mcmahon nude 23 5161412 (2(2[2] 0
decades tv network schedule 19 3(6[(6(3]1]0]0]| O
playboy swinger videos 16 2121212321 2
crossdressing stories 15 5(1|5|12(0[0[|0| O
unfriended torrent 14 412(3|3|1(1|0] O

Table 1: Popular MC@Qs and number of clicks distributed
across related query sessions.

associated with many query sessions, as the same query may
be submitted by different users, in different times, and the
search results may vary according to the user’s character-
istics. For defining the notion of a multi-click query, it is
therefore reasonable to assert that a query reflects a multi-
click behavior if a substantial portion of its associated query
sessions are multi-click query sessions. Formally, we define
multi-click queries as follows:

DEFINITION 3.1 (MCQ). Given a query q and a value
0<p<1, we define QS(q) to be the set of all query sessions
associated with q, and MCQS(q) as the set of all multi-click
query sessions associated with q. The query q is a Multi-
Click Query (MCQ) w.r.t p, if its fraction of associated query

sessions that are multi-click query sessions is at least p, i.e.,
|MCQS(a)| -,
[QS(a)] .

After experimenting with various values of p, we opted to
set it to 0.5, meaning a query g will be considered MCQ if at
least half of QS(g) are multi-click query sessions. Note that
according to this definition head queries, such as facebook
or youtube, will not be deemed as MCQs, even though they
have associated multi-click query sessions, e.g., due to clicks
performed carelessly or by mistake. While the absolute num-
ber of multi-click query sessions related to such head queries
may be high, due to their popularity, the portion out of all
related query sessions is low. Table [1| demonstrates some
popular multi-click queries, and the distribution of number
of clicks across their related query sessions.

In the remainder of this paper, we denote MCQ as the
set of multi-click queries, and SCQ (Sparse Click Queries)
as the complementary set, including all other queries, i.e.,
queries such that the fraction of their associated query ses-
sions having only zero or one clicks, is larger than 0.5.

3.1 Dataset

Our dataset includes 31.42 million query sessions, with
English queries only, sent to a popular Web search engine
in the United States, which have been sampled at random
between May 1° and May 14°‘, 2015. For logged-in users
(about a third of all query sessions), age and gender are
given. In addition, information about the search results is
included, in particular the URL, page title, and the relevance
score for each of the top 10 results.

The choice of the threshold for defining MCQ to be p=0.5
allowed us to retain 87% of the multi-click query sessions as
belonging to MCQ and, on the other hand, considerably
reduce the amount of noise: only 7.3% of the query ses-
sions associated with M C@s have zero or one clicks. Overall,
the portion of query sessions associated with MC@s in our

and other types of non-organic results. We also discard re-
peated clicks on the same rank position within the same
query session, and only consider multiple clicks when they
are performed on different results.
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Figure 1: The distribution of number of clicks for all query
sessions and for query sessions associated with MCQs.

All MCQ
% Unique queries with 1 query session 88.7% 97.7%
% Unique queries with 54+ query sessions  2.28% 0.07%
Maximum query sessions per unique query 621,535 23

% Query sessions s.t. |QS(q)|=1 46.7%  94.7%
% Query sessions s.t. |QS(q)|>5 42.1%  0.45%
% Query sessions s.t. |QS(q)|>1000 17.4% 0

Table 2: Search results characteristics. (Top:) Distribution
of query sessions over unique queries. (Bottom:) Distribu-
tion of query sessions over all queries.

dataset is 6.5%, while the portion of unique queries deemed
as MCQs is 11.4%.

Figure [1] presents the distribution of the number of clicks
per query session versus the distribution of the number of
clicks over query sessions associated with MCQs (MCQ-
sessions). It can be clearly seen that the separation works
quite well: while the vast majority of all query sessions
(92.9%) have zero or one clicks, the majority of MCQ-sessions
(92.6%) have multiple clicks.

Table (upper section) presents statistics about the distri-
bution of query sessions across unique queries in our dataset,
for all queries and for MC@s only. Of all unique queries,
88.7% occurred only once, i.e., they are associated with only
one query session. Only 2.28% of the unique queries relate
to five query sessions or more. This gives a strong indica-
tion of the very long tail of user queries. On the other hand,
the most popular query is facebook, and is associated with
nearly 2% of all query sessions in the dataset (over 620K).
This distribution is even more skewed for MCQs: 97.7% are
associated with only one query session (occurred only once).

The lower section of Table [2] presents the distribution
of query sessions over all (non-unique) queries, which is
much flatter. While 46.7% of the query sessions account
for queries that occurred only once (|QS(¢)|=1), 42.1% ac-
count for queries that occurred at least 5 times (|Q.S(q)|>5),
and 17.4% account for queries that occurred 1000 times or
more (|QS(q)|>1000). The situation across MCQs is very
different in this case: the portion of query sessions with
|QS(q)|=1 is very high at nearly 95%, while only a few
are associated with queries that occurred 5 times or more.
This demonstrates that MCQs account for long-tail queries,
whose number of associated query sessions is low.

4. MCQ CHARACTERISTICS

This section characterizes MC@s in comparison with SCQs.
The analysis examines the queries themselves, both syntac-
tically and lexically; the clicks, e.g., their rank positions and
popular domains; contextual properties, such as time-of-day,
device type, and users’ age and gender; and SERP signals,
such as result scores and number of unique domains.
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Figure 2: Distribution by query length.

[Querylength [ 1 [ 2 [ 3 J4[5] 6 [ 7 ]38 ] 9 [10+]

o WH SCQ [0.01]0.03{0.44|1.8|5.1|11.7{19.0|27.8[33.3|34.4
¢ MCQ|[0.00|0.01{0.32|1.5|4.5|10.1|17.8|26.1|32.1|36.8
%WH++ | SCQ [0.16 [0.07[0.582.4(6.3[13.9(23.1|33.5(40.1|42.6
Y/N |MCQ|[0.12|0.04]|0.48|2.1(5.9(12.7(22.1|32.2|40.2|46.7

Table 3: Percentage of question queries by query length.

4.1 Query Analysis

A major part of our analysis focuses on the queries. We ex-
amine both syntactic aspects, such as query length, question-
phrased queries, and part-of-speech, and lexical aspects, in-
cluding characterizing terms and query categories.

4.1.1 Query Syntax

Query Length. Figure [2] presents the query length dis-
tribution (number of terms, based on white-space tokeniza-
tion) for MCQs versus SCQs across all query sessions in our
dataset. It can be seen that the two distributions are quite
different. For example, for MCQ@s, the portion of one-term
queries is very low: 2.7%, compared to 17.4% for SCQs. On
the other hand, the portion of long queries is substantially
higher for MCQs: 42.8% of the MCQs are verbose queries
(having 5 or more terms |17]), compared to only 20.8% of
the SCQs. Overall, the average query length for MCQs is
4.8 (stdev: 1.8, median: 4) versus 3.3 for SCQs (stdev: 1.4,
median: 3). This substantial gap can be explained by the
fact that verbose queries often indicate complex information
needs [17], which are more likely to yield exploratory user
behavior reflected by multiple clicks.

Question Queries. As we found that MCQs are sub-
stantially longer than average queries, we set out to explore
how many of them are phrased as questions, taking a sim-
ilar approach to a recent study on “question queries” [38|.
Overall, we found that 6.5% of the MCQs start with a
WH-question WOI‘(ﬂ compared to only 3.3% of the SCQs.
Considering also yes/no queries (start with “is”, “do”, “can”,
etc. |38]), the portions increase to 8.3% versus 4%, respec-
tively. Table [3| presents this comparison by query length,
which indicates that the difference between MC@Qs and SCQs
is due to their length differences: for a fixed query length, the
portions of WH-questions and yes/no questions are rather
similar. Another indication, albeit sparse, of the association
of MCQ@s to questions, is the existence of a question mark:
0.8% of the MCQs contain a question mark, compared to
only 0.37% of the SCQs.

Part-of-Speech Distribution. Part-of-speech (POS)
tagging associates each word in a given text with a corre-
sponding part of speech, such as a noun, verb, or adjective.
For analyzing POS tag distribution across queries, we used

3Who, where, why, when, how, what, and which.
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the OpenNLPH toolkit to train a specialized model for Web
queries, following the method described in [13]. Figure
shows the portion of queries that include each of the seven
main POS tags. It can be seen that almost every query in-
cludes a noun, for both MCQs and SCQs. Looking more
closely into the three main types of nouns, we observe dif-
ferent behaviors: common nouns in their singular (or mass)
form (NN) are included in more MC@s than SCQs — 72.3%
versus 61.7%, respectively. For common nouns in plural
form (NNS), the gap is even more substantial at 36.7%
versus 24.1%. Proper nouns (NNP), on the other hand,
were less common on MCQs than on SCQs — 47.1% versus
50.9%, respectively.

The other six POS tags, as can be seen in Figure [3] were
included in substantially higher portions of the MCQ@s than
the SCQs, indicating a richer language used in the former,
which should come as no surprise given their higher average
length. In spite of length being an inherent characteristic of
MCQs, we also set out to explore POS tag distribution of
MCQs versus SCQs of the same length. Table [f] compares
the occurrence of POS tags in MCQs versus SC@s when
controlling for the query length. The first section refers to
common nouns in their singular (or mass) form (NN). It
can be seen that for a given query length, the portion of
queries containing a term POS-tagged as NN is similar for
MCQs and SCQs. This indicates that the general difference
we have seen between the two can be mostly explained by
the difference in query length. For common nouns in plural
form (NNS), a consistent difference can be observed: even
for a fixed query length, higher portions of the MCQ@s con-
tain a plural noun. This suggests that users tend to express
their need for multiple results by using plural rather than
singular form, as in the query senior people jokes or travel
tips florence. Since we observed that the plural noun often
appears at the end of the query, we also compared the por-
tion of MCQs versus SCQs ending with an NNS. A notable
difference was found, at 19.6% for MCQs versus 14.2% for
SCQs.

The third section of Table[5]refers to proper nouns (NNP).
Interestingly, as opposed to other POS tags, the portion of
queries containing NNP does not have a clear growth trend
with the number of terms. It can be seen, both for SCQs
and MCQs, that the portion mildly increases and reaches a
maximum at 5 terms, and then decreases again. This implies
that the likelihood of a query to involve a named entity
(e.g., a place, a person, or a product name) does not sharply
increase with its length. As for the comparison of MCQs
and SC@s, a consistent difference across all query lengths
can be observed in favor of SC@Qs. A possible explanation is
that queries that involve a proper noun have a more focused
information need, which can more often be addressed in a

“http://opennlp.apache.org
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Unigrams Bigrams Opening Ending
SCQ MCQ SCQ MCQ SCQ MCQ SCQ MCQ
facebook how yahoo mail for sale facebook how com sale
yahoo sale facebook login how to yahoo what facebook reviews
google what facebook com in the google can google videos
login sex yahoo com for a youtube why mail tumblr
mail can google com sale in craigslist free login tube
youtube is facebook sign can you gmail best youtube sex
craiglist does google maps how much WWW is yahoo pics
gmail do wells fargo how long amazon does craigslist pdf
bank i sign up of the ebay mature gmail recipe
amazon free com login is the mapquest wife amazon download
ebay best bank of on a chase gay bank torrent
airlines women | www facebook do i hotmail where airlines problems

Table 4: Most distinctive terms by KL divergence.

[Querylength| 1 [ 2 [ 3 [ a[5]6 [ 7] s8] 9 [ioH]
SCQ [42.5[53.2[66.8]70.1[74.5[78.7[83.386.5[89.6[93.5
MCQ|35.6|55.2|66.8|71.9|76.4|81.1|84.9|88.4{91.0[94.9

SCQ | 7.2 16.4|27.1(33.1|36.8[39.6(40.2|41.4|40.5|47.6
MCQ|[14.4|25.2|32.5(37.6|40.7(42.9(44.4|44.8|44.948.2

SCQ [43.1(54.5(49.4|54.3|54.8(52.8(50.7(46.5|45.4|42.5
MCQ|33.0(46.9|46.6(49.6|50.4[48.9(46.3|43.1|41.3|38.1

SCQ | 3.0 (10.4]18.4|24.6|29.0(33.0(35.5|38.7(40.4|52.5
MCQ| 5.5 |14.5]23.4(28.6(32.6(36.2(39.7|42.3|45.6 |53.4

SCQ |0.27(0.57| 1.5 | 2.4 | 3.7 |57 (79|99 |11.6(12.6
MCQ|0.38(0.94| 1.7 | 2.6 | 3.9 | 5.7 | 7.8 | 9.7 |11.2|12.5

POS

NN

%NNS

J%NNP

%I J*

%VB*

Table 5: Percentage
tags by query length.

of queries containing different

single or no click. For example, consider a search regarding
a celebrity, a specific movie, or even navigational queries
where the site name represents a company name.

The fourth section of Table[5| presents the results for adjec-
tives, in all their forms (JJ*). It can be observed, across all
query lengths, that higher portions of the MC@s involve an
adjective. This may indicate a more subjective search
and also a more generic intent (e.g., running shoes versus
Nike shoes).

For all other POS tags, including verbs, prepositions, de-
terminers, pronouns, adverbs, cardinal digits, and punctua-
tion marks, the portion of containing queries was very sim-
ilar for MC'Qs and SCQs of the same length. The bottom
section of Table [5[ shows the results for verbs (VB*), as an
example.

4.1.2 Lexical Analysis

Distinctive Terms. In order to inspect the lexical differ-
ences between MCQs and SCQs, we set out to explore which
terms mostly characterize each of them when compared to
the other. To this end, we used Kullback-Leibler (KL) di-
vergence, which is an asymmetric distance measure between
two given distributions . Specifically, we calculated
the terms that contribute the most to the KL divergence
between the MCQ and SCQ language models, for unigrams
and bigramsﬂ Table 4| reports the terms with the high-
est KL divergence for SCQs (w.r.t MCQs) and for MCQs
(w.r.t SCQs). The list of unigrams for SCQs includes pop-
ular website names, used for navigational queries, while the
MCQ unigram list includes question words (both WH and

5For unknown terms, we used standard Laplace smooth-

ing.
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Figure 4: Distribution by query categories.

yes/no), the nouns “sale”, “sex”, and “women”, the adjec-
tive “best”, and the pronoun “i”. For bigrams, the SCQ list
again contains navigational phrases, including site names
(e.g., “google maps” or “wells fargo”), login or sign-up, or
URL parts. On the other hand, the MCQ list includes many
natural language phrases (“in the”, “for a”), question phrases
(“how much”, “can you”), and shopping phrases (“for sale”,
“sale in”).

The right columns of Table [d] report the most distinctive
unigrams to appear in the beginning (‘opening’) and end
(‘ending’) of queries. For SCQs, the most distinctive open-
ing term was “facebook” (with other website names further
down the list as well as the prefix “www”), while for MCQs
it was “how” (with “what” at close second; and “free” and
“best” also high on the list). The distinctive terms for ending
queries are particularly interesting: For SC@s, they clearly
reflect navigational needs, while for MCQ@s, they reflect a di-
verse set of needs that includes shopping, rich media (photos,
videos, and PDF documents), downloads, opinions (reviews,
solutions to problems), recipes, and adult content. The use
of the plural form is common in these MCQ terms, demon-
strating the findings from our syntactic analysis.

Query Categories. To further examine the lexical differ-
ences between MCQs and SCQ@s at a higher level, we used an
in-house query classification tool, which is based on named
entity recognition and supervised machine learning, trained
over a huge corpus of queries, categorized according to their
associated clicked websites. We only considered the category
with highest confidence for each query; in case the overall
confidence was too low (below 50%), we discarded the query
in our analysis. We further discarded queries categorized
into two very broad categories (“Web” and “Search”). Over-
all, 54.7% of the MCQs and 54.9% of the SCQs could be
classified according to this scheme. Their distribution across
the categories is presented in Figure [4

It can be observed that MC@Qs were more commonly clas-
sified as shopping, community question answering (CQA),
cars, and food. On the other hand, the categories Reference



1 2 3 4 5
Max rank position 1.85 | 3.86 | 5.55 | 6.73 | 8.18
Avg rank position 1.85 | 291 | 3.63 | 4.10 | 4.65
Min rank position 1.85 1.96 1.85 1.71 1.48

Table 6: Mean of the average, minimum, and maximum
click rank position for different number of clicks in query
sessions.

(marked ‘ref’; includes querying for information in encyclo-
pedias, dictionaries, museums, and similar), sports, news,
movies, finance, and celebrities (with a particularly sharp
ratio), were more common in SCQ@s. The categories local
(maps, directions, and similar) and travel had similar rep-
resentation in MC@s and SCQs. The difference between
CQA and Reference queries is interesting (the former are
more common with MCQs and the latter with SCQs). One
interpretation may be that when users ask the community
or the crowd, they more often look for multiple opinions,
whereas in reference search they more often look for one au-
thoritative answer. It is also possible that CQA content is
of lower quality and requires more clicks from users to find
what they need.

4.2 Click Analysis

In this section, we focus on click analysis. We first exam-
ine the distribution of click positions on the SERP for multi-
click query sessions and then examine the clicked domains,
reflecting on the query lexical analysis from the previous
section.

Click Position. Table [f] presents the mean of the av-
erage, maximum, and minimum click rank position on the
SERP across query sessions, split by the number of clicks.
As expected, the maximum rank of a clicked result increases
as the total number of clicks grows. The average position
of a clicked result also increases, albeit more moderately, in-
dicating that the rank distribution for query sessions with
more clicks is less biased towards highly ranked results. The
minimum rank position increases from 1-click query sessions
to 2-click sessions, meaning that the top click among the two
is still ranked lower, on average, than a single click. Starting
at three clicks, the minimum starts to decrease.

Table [7] presents a more detailed analysis that consid-
ers the chronological order of the clicks, i.e., the 1% click
refers to the earliest click in time, and so forth. For queries
with ¢€{1,...,5} clicks, each column shows the average po-
sition of the j* click, j€{1,...,i}, while the rightmost col-
umn shows the percentage of non-sequential query sessions
— query sessions for which the chronological order of clicks
does not match the order of their rank positions (i.e., there
exists at least one pair of clicks, <cl,c2>, where cl was
performed before ¢2, but is ranked lower on the SERP). Ob-
serving the average rank of the first click, it substantially
increases from 1-click to 2-click query sessions, and slightly
further for 3-click sessions, probably as users are less sat-
isfied with the top results. As the number of clicks grows
beyond three, the rank position of the first decreases back to
some extent. A similar trend can be observed for the second
click and so forth.

The portion of non-sequential query sessions naturally in-
creases with the number of clicks, from 16% for 2-click ses-
sions to over 50% for 5-click sessions. This indicates that
users do not always click according to the presented order of
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#clicks 150 2" 3™ 4% 5™ 9 hon-sequential
1 1.85 0
2 2.30 3.52 16.1%
3 2.35 3.66 4.89 31.7%
4 2.29 3.53 4.75 5.81 43.1%
5 2.14 3.21 4.29 5.28 6.13 55.3%
Table 7: Average rank position of the 1 to 5™ clicks, and

the percentage of non-sequential query sessions.

SCQ MCQ

Domain Domain Ratio
1 www.facebook.com en.wikipedia.org 0.55
2 en.wikipedia.org answers.yahoo.com 2.33
3 www.google.com WWW.amazon.com 1.27
4 www.youtube.com www.pornhub.com 1.57
5 mail.yahoo.com www.facebook.com 0.15
6 www.ebay.com www.youtube.com 0.46
7 WWW.amazon.com www.ebay.com 1.01
8 www.yahoo.com xhamster.com 2.43
9 www.pornhub.com WWW.answers.com 2.03
10 | answers.yahoo.com www.yellowpages.com 1.77

Table 8: Most clicked domains.

the results, in agreement with the click analyses presented
in |24} [35], suggesting there is a room for improvement in
result ranking and presentation for MCQ@s.

Clicked Domains. Table [8| presents the top clicked do-
mains for SCQs versus MCQs (a domain is determined by
the ‘host’ part of the result’s URL). The rightmost column
shows, for each of the top MCQ domains, the ratio between
its percentage of clicks in the MC@Q) sample and the percent-
age of clicks in the SCQ sample (a ratio higher than 1 indi-
cates a higher percentage of clicks on the respective domain
in the MCQ sample). It can be seen that while facebook.com
is the most clicked domain on SC@s, it is only 5th on MC@s,
with a particularly low ratio of 0.15. En.wikipedia.org, the
second most clicked on SC@s, is the first on MCQs, yet with
a ratio of 0.55. It should be noted that the MC(@ domain
distribution is flatter: the top 4 domains in the SCQ list
account for 12.9% of all clicks, while the top 4 domains in
the MCQ list cover only 4.5% of all clicks, again indicating
the long-tail nature of MC@s.

Two types of sites emerge as significantly more common
with MCQs. The first are CQA sites, coinciding with our
lexical analysis: answers.yahoo.com is 2nd on the MCQ) list
with a ratio of over 2, and answers.com is 9th with a high
ratio. The second is adult sites: Pornhub and Xhamster are
at 4th and 8th, respectively, both with a high ratio.

Inspecting further down the lists reveals that MC@Qs led to
more clicks on food related sites (e.g., food.com with a ratio
of 2.37, allrecipes 1.39), different health sites (e.g., webmd
1.38, nih.gov 1.56, medhelp 2.53), travel (e.g., tripadvisor
1.58), real-estate (trulia 1.9), and CQA sites (ehow 2.61,
wikihow 1.83). On the other hand, SCQ clicks were more
common for finance and banking (e.g., bankofamerica 0.05),
news (cnn 0.36), sports (espn.go 0.29), maps (mapquest 0.28),
retail (walmart 0.49), and other focused intents such as

weather (weather.com 0.22) or dictionary (dictionary.reference.com

0.51). Many of these domains coincide with the categories
found most common for SCQs in Section 1.2} As op-
posed to Facebook, clicks on LinkedIn were more common
on MCQs (ratio 1.48), perhaps due to the ambiguity when
looking for “ordinary” professionals.
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4.3 Contextual Properties

In this section, we compare the query sessions associated
with MCQs and SCQ@s across various contextual character-
istics.

Temporal Aspects. Inspecting the day-of-week, we found
a slightly higher portion of the MCQs were performed on
weekends compared to SCQs (up 3%). Figure [5| (left plot)
shows the distribution of MCQ@s and SCQ@Qs across time-of-
day. It can be seen that the MC(Q portions are somewhat
lower in the morning and higher at night. We conjecture that
at night users may have more time to perform exploratory
searches that require more attention and interaction (e.g.,
CQA or adult queries, as we have seen in the lexical anal-
ysis), while in the morning users are busier and tend to
perform more ad-hoc searches (e.g., navigational queries or
queries with direct answers).

Device type. Our sample was taken from Web search
logs and does not include searches from native mobile appli-
cations. Therefore, the majority of searches were performed
from desktop devices. Figure [5| (right plot) shows the dis-
tribution of queries by device type. It should come by no
surprise that MC@s are more common on desktop devices,
which allow viewing more results at a time and easier ex-
ploration. For smartphones, and even more so tablets, the
SCQ potions are higher.

User attributes. Figure |§| (left plot) shows the query
distribution based on different age groups (for logged in users
only). The portions of SCQs are higher at younger ages
(below 40), while for older ages MCQ@s have higher portions,
with a difference peak at ages 50-60. One possible explana-
tion may be that people at these ages have more free time
to perform exploratory searches.

The right plot of Figure |§| shows the query distribution
by gender. It can be seen that men have somewhat higher
MCQ portions. This difference can be explained by the use
of adult queries, which are more common with men (our
data shows a nearly 1:3 ratio). Further inspection of the
gender differences reveals that they emerge on desktop only
and are particularly prevalent at ages 50-80 (for smartphones
and for ages younger than 20 there are even slightly higher
MCQ portions for women). For instance, a particularly high
difference between men and women was observed for desk-
top users at the ages 60-70 (for men, 8.1% of their queries
were MCQs, while for women only 6.2%).
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Average (Stdev) Median
SCQ MCQ SCQ MCQ
1st result score 16.54 (16.78) 7.76 (14.45) 15.46 6.59
Avg result score 1.47 (10.43) -1.83 (10.15) 0.69 -2.25
NQC 4.44 (3.28)  2.65 (2.29) 3.6  2.07
1st result sim(q,title) 0.37 (0.2) 0.33 (0.19) 0.33 0.3
Avg result sim(q,title) 0.27 (0.13) 0.24 (0.12) 0.27 0.22

Table 9: Statistics of search result scores and query-title
similarity.

4.4 Search Results Page

In this section, we compare various characteristics of the
search engine results page (SERP) between MCQ-sessions
and SCQ-sessions. SERP characteristics are also commonly
referred to as post-retrieval parameters, as they build on the
search engine’s retrieval technology. They are often used for
other types of query analysis, such as query performance
prediction [5].

Table [J] presents a comparison of two search result charac-
teristics between MCQs and SCQs: the score of the results
and their title similarity to the query. The upper section
compares properties of the search result scores. The search
result score is a real number (positive or negative) assigned
by the search engine to each result. While we have no infor-
mation about the intrinsic formula, it can be safely assumed
that a higher score reflects a “better” result, with a higher
confidence in its relevance to the user. It can be seen that
both the score of the top result and the average score across
all 10 results are substantially lower for MCQ@Qs. We also re-
port the Normalized Query Commitment (NQC) — a query
performance predictor, calculated as the standard deviation
of the result scores, normalized by the score of a document
representing the corpus [31]. It can be seen that the NQC is
substantially lower for MCQs, as lower NQC reflects lower
quality of the search results, which coincides with more dif-
ficult queries.

The lower part of the table compares the textual similarity
of the result’s Web page title and the query. To this end,
we applied a simple Jaccard-based word similarity. It can
be seen that for MCQs, the query-title similarity is slightly
lower, both for the top result and when averaged across all
10 SERP results.

Number of Domains. Figure [7] shows the query dis-
tribution by the number of unique URL domains within the
SERP. Interestingly, it can be seen that multi-clicks are more
common when the SERP includes 7-9 unique domains. We
conjecture that a repeated domain within the top results
may lead to multiple clicks on the results from that domain.
Also, a repeated domain may be more common for more
complex or specific queries. For example, a technical query
may yield multiple results from the CQA site StackOver-
flow. Inspecting query sessions with 10 unique domains, we
observed that the percentage of 1-term queries, which are
often navigational, is particularly high, at 30.6%, compared
to 16.5% across all query sessions. On the other hand, a par-
ticularly low number of unique domains may often be caused
by an explicit mention of the desired site in the user’s query,
which often coincides with a navigational intent. A few ex-
amples from our dataset are: www.bankofamerica.com, all-
recipes.com recipe search, and ebay.com usa). Inspecting
query sessions with 5 or fewer domains, we indeed found
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that the portion of queries containing the suffix “com” and
the prefix “www” is particularly high, at 3% and 12.8%, re-
spectively, compared to 1.7% and 7.2%, across all queries.

Quick Link. Search engines improve their user experi-
ence by features allowing the user to get a direct or more
detailed response. One example is the quicklink: a set of
shortcuts displayed below the website homepage on a SERP,
which let the users directly jump to selected points within
the website [6]. Figure[7]shows the query distribution by the
occurrence of a quicklink on the SERP. As expected, since
a quicklink is a strong characteristic of navigational queries,
a substantially higher portion of the SC@s have a quicklink
on their SERP. For MCQ@s, the portion is smaller, but still
greater than zero. For example, a query for a hotel name
may present a quicklink for the hotel’s website, but the user
may also inspect the hotel’s page on travel sites, such as
TripAdvisor or Booking.com.

5. MCQ PREDICTION

In order to examine the practical implications of the differ-
ences revealed in the previous section, we conducted initial
experimentation with predicting MCQs. We approach MCQ
prediction as a binary classification task. To this end, we ex-
perimented with three common classifiers: Logistic Regres-
sion, Random Forest (both implemented under the Weka
workbench [19]), and AROW (Adaptive Regularization of
Weights) (9], an online variant of linear SVM (in-house im-
plementation).

As previously reported, query sessions that involve MC@s
are relatively sparse — a random sample of query sessions is
expected to include about 6.5% MCQ-sessions. Common
classifiers, as well as common evaluation metrics for binary
classification, do not typically work well with such imbal-
anced data, and there are various techniques to approach
classification in such cases [23]. While building a full-fledged
classifier is beyond the scope of this paper, we set out to
examine which of the MC(Q properties are useful for predic-
tion. To this end, we opted to under-sample the data and
create a balanced dataset. We randomly sampled 500,000
MCQ-sessions and 500,000 SCQ-sessions that occurred be-
tween May 1% and May 14%", as a training set, and a similar
set of 1 million query sessions that took place between May
15" and May 21%, as a test set.

5.1 Feature Representation

Each query session is represented as a feature vector. Our
features correspond to the analysis presented in Section [4]
and span the three categories: query, context, and SERP.
Overall, we extracted 1446 features, mapped to these three
categories, and several families within each category, as fol-
lows (see Table [LT)):

e Query. Features derived from the query’s text: (a) sur-
face descriptors: the number of terms, characters, stop-
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Classifier Accuracy MCQ Precision MCQ Recall
AROW 75.2% 72.4% 81.2%
Logistic Regression  70.8% 71.0% 70.2%
Random Forest 74.8% 70.3% 86.0%

Table 10: Performance of AROW, Logistic Regression, and
Random Forest over a balanced dataset.

words, punctuation marks, and binary indicators for the
use of each of the WH question words and a question
mark; (b) POS tags: a set of binary indicators for the
presence of specific POS tags and coarse POS tags in the
query (e.g., VBN and VB*, respectively). Additionally,
we included binary indicators for the presence of POS
tags at a specific position (e.g., NNS1 or NN Sjgst, indi-
cating NNS in the first or last position of the query, re-
spectively). This feature family is by far the largest and
contains 1352 features; (c) language model: we trained
two models based on independent sets of 1M MC@s and
1M random queries, respectively, and assigned three scores
per language model: the length-normalized log probabil-
ity of the whole query text; the maximum log probability
of a term in the query; and the minimum log probabil-
ity of a term in the query. We also included the differ-
ence between the two language model scores for the whole
quer,

Context. Context-based features, all represented as bi-
nary indicators per each categorical value: (a) time: day-
of-week and time-of-day; (b) user: device type, age, and
gender.

SERP. Post-retrieval features, derived from the output
of the search engine: (a) the scores assigned to the results
by the search engine (various statistics such as maximum,
minimum, average, standard deviation, and NQC); (b)
the textual similarity between the result titles and the
query’s text (various statistics); (c) the number of unique
domains on the SERP (binary indicators from 5-or-less
to 10); and (d) the presence of a quick link.

5.2 Results

Table[I0] presents the accuracy, as well as the precision and
recall for the MCQ class, achieved by the three classifiers.
AROW and Random Forest reached a similar accuracy of
about 75%, while Logistic Regression achieved nearly 71%.
In terms of precision and recall, AROW achieved the highest
precision at 72.4%, while Random Forest reached the highest
recall at 86%.

In order to examine the contribution of each feature cate-
gory and its corresponding families to the classifier, we con-
ducted two more experiments. In the first, a single feature
family (or category) was used for representing the query ses-
sion and in the second, a single family (or category) was
excluded from the query session representation (ablation

5In another attempt to capture lexical characteristics of the
query text, we experimented with lexical features represent-
ing the occurrence of each term in the query (i.e., a binary
indicator for each term in the vocabulary, which appears in
at least k queries; we experimented with different values of
k). Since these did not yield a substantial performance im-
provement, but produced a large number of sparse features,
we report the results of the classifiers that did not make use
of such lexical features.



Feature Count Accuracy Ablation
Query - All 1,376 67.1% 72.7%
POS tags 1,352 67.4% 74.6%
Surface 17 66.8% 74.1%
Language model 7 64.1% 74.3%
Context - All 37 54.7% 75.1%
User 22 54.2% 75.2%
Time 15 51.0% 75.0%
SERP - All 33 72.5% 68.6%
Result scores 16 64.8% 73.2%
Number of domains 6 62.0% 74.3%
Quick link 1 60.9% 74.2%
Textual similarity 10 55.4% 74.6%
Table 11:  Performance results using or excluding spe-

cific feature families, with AROW classifier over a balanced
dataset.

test). The first experiment evaluates the contribution of
each family/category on its own, while the second evaluates
its contribution on top of all other features. In both cases,
the classifier was re-trained and re-tested using the modified
representation. For these experiments, we used the AROW
classifier, which achieved the highest accuracy and precision
at the overall classification task.

Table [11] presents the results. The category of SERP fea-
tures shows the greatest contribution to the classification
accuracy, both when used alone, reaching an accuracy of
72.5%, and in the ablation test, where we can see a relative
drop of nearly 9% when SERP features are excluded. The
query features are the next in importance — relying only on
the query’s text allows reaching over 67% accuracy. Lastly,
the context features show little contribution — on their own
they reach accuracy only moderately higher than 50%, and
their exclusion hardly affects performance. Indeed, we have
seen in Section [L.3] that the differences between MCQs and
SCQs for these features were relatively small.

Inspecting the feature families, we see that all three fea-
ture families of the query category reach a relatively high
accuracy on their own, with POS tags reaching the high-
est, followed by the surface features. Apparently, using a
basic set of text characteristics (length, punctuation marks,
question words, etc.) already yields accuracy of just over two
thirds. The accuracy drop in the ablation test is not large for
each family separately, probably due to the overlap among
the query feature families (e.g., query length and question
words are also covered by POS tags, language models also
reflect some surface descriptors and POS tags). For SERP
features, the result score family emerges as most important,
followed by the number of domains and quick link. The
latter on its own allows reaching nearly 61% accuracy, as
it effectively captures navigational queries. Again, ablation
tests per family show only a mild decrease, implying some
dependency among the SERP features (e.g., result score and
query-title text similarity).

6. DISCUSSION AND FUTURE WORK

In this section, we summarize our findings and discuss
implications, limitations, and directions for future work.

Our analysis revealed a variety of unique characteristics
of multi-click queries, as compared to the rest of the queries.
MC@s tend to be substantially longer, with an average length

of nearly five words. As such, their language is richer, with
higher diversity across part-of-speech tags. Proper nouns,
which may indicate a more specific intent, are less common
on MCQs, while the use of plural nouns, implying a desire
for a variety of results, is substantially more common, in
particular at the end of the query. We also found evidence,
by analyzing both the queries and the clicks themselves,
that MCQ@s tend to focus on domains that often require
research and exploration, such as recipes, health, shopping,
community question-answering, and adult content. On the
other hand, MCQs are less likely to aim for news, sports,
movies, celebrities, as well as to be used for navigational
search, ad-hoc search (e.g., weather, definitions), or search
for authoritative answers (e.g., from Wikipedia). In terms
of context, MC@s showed a slight tendency towards search
over the weekend and at night, and search by men and by
40-70 year-olds. As could be expected, MCQs are more
common on desktop; yet, they are not absent from smart-
phones. From a SERP’s perspective, the set of results for
MCQs tend to be more diverse, without a clear “winner”,
which implies more difficulty in addressing the query [5]. In
particular, the substantial gap in normalized query commit-
ment tightens the association of MCQs with the notion of
difficult queries [31].

Our feature analysis, as part of a basic MCQ classifica-
tion task, is generally in agreement with the descriptive find-
ings. The differences in query syntax and language model, as
well as in SERP characteristics, show a potential predictive
performance, while the contextual differences (time, gender,
age) are too minor to contribute.

Commercial Web search engines put most of their efforts
on effectively addressing popular information needs, which
often represent simple look-ups, rather than on tail queries,
which often represent more complex and specialized needs [32].
Yet, it is those more complex and specialized searches in
which users are likely to engage the most, remember the
most, and get the most value from when successful [32].
Our analysis shows that multi-click queries all account for
the long tail — the most popular MCQ repeated only 23
times in a log of over 30 million records. Multi-click queries
therefore provide search engines an opportunity to identify
a substantial set of tail queries, which may be better treated
by means such as enhanced ranking (e.g., by considering di-
versity differently; our analysis shows many of the clicks are
currently performed non-sequentially), clustering of search
results, and summary of key aspects in the result set.

As one concrete example, consider the case of queries with
question intent, typically satisfied by a CQA vertical, which
have recently been shown to account for roughly 10% of Web
search traffic |33} |38|. For such queries, it may be desirable
to distinguish between those that reflect an information need
for one authoritative answer, such as “what is the purpose of
the cuticle”, “where do grizzly bears live”, or “how to delete
apps on iphone” and queries that reflect a need for a variety
of opinions, such as “birthday gift ideas for 10 years old boy”,
“why does my heel hurt when i run”, or “how to spend 12
hours in Rome’m For the former, a single direct answer,
which may satisfy the searcher’s need, can be presented at
the top of the SERP [3]|, while for the latter, a digest of
ideas or opinions, or a summary of key aspects, might be
more useful for the searcher.

"Actual examples from our query log.



Our MCQ classifier was trained and tested over a bal-
anced dataset. In practice, however, we saw that the portion
of MCQs is substantially lower than the rest of the queries,
which might make the prediction task harder. Future re-
search should further explore this challenge, by means such
as using more advanced machine learning or extending the
set of features (e.g., by considering the previous queries and
clicks in the multi-query session). In addition, the specific
application in which the MCQ classifier is used may affect
the balance between the classes. Going back to our exam-
ple from the previous paragraph, if the classifier is intended
to focus on queries with question intent, typically known
to be verbose tail queries [33], the ratio between multi-click
queries and their complementary class is expected to become
more even.

As discussed in Section previous work has examined
complex search tasks, which involve multiple queries; MC@s
may often take part in such complex tasks, as smaller “build-
ing blocks”, and can help identify them more easily. Fu-
ture research should further explore the connection between
MCQs and the broader notion of exploratory search tasks,
and address research questions such as: how many of the
tasks include MC@s and in which stage? in what reformula-
tion patterns are MC(Q involved? and how do click patterns
on MCQs affect the success of their corresponding tasks?

Our analysis did not consider dwell time — the amount of
time a user spends on a clicked page. Going forward, dwell
time analysis may help refine the definition of MC@s and
their distinction from the rest of the queries. Future MCQ
research should examine dwell time, as well as other types of
user behavior information, such as scroll depth and mouse
movement [1]. Furthermore, our research method focused on
analyzing a large-scale Web search query log; future research
may refine our findings by conducting other types of studies,
with additional scientific tools, such as eye tracking or user
interviews.
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